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ABSTRACT
Knowledge graphs are a natural language processing technique that 
can be useful in automatically extracting information from scientific 
articles and in generating hypotheses. This project explores the effect 
of the specificity of training data for automated information extraction 
models in plant biology.

RESULTS

CONCLUSIONS
● An iterative method for improving the annotation guidelines results 

in a fairly high agreement between annotations
● Assigning classes to the spans is somewhat difficult for the 

annotators, as they have a higher agreement without them
● The neural models have a much higher performance than the 

benchmarks, although the benchmarks are specific to plant biology
● However, the performance of the neural models doesn’t necessarily 

correspond with the relative “closeness” of their topics to the topic 
on which the models are being applied

INTRODUCTION
● A knowledge graph in the biological sphere consists of biological 

objects, like genes or proteins, connected by the relations between 
them; this information is automatically extracted from sources like 
scientific articles

● They can be used in combination with a diverse set of algorithms to 
predict scientific hypotheses

● Automatic information extraction algorithms need datasets labeled 
with the words and relations that should be extracted

● For this reason, this method has barely been used in the sphere of 
molecular plant biology; there is no existing labeled corpus in this 
domain, and the use of corpora and their efficacy from other 
domains has also not been documented

● This project intends to determine the effect of the specificity of 
training data on the performance of these models, in order to better 
guide efforts to label new data
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Figure 1. Agreement between 
annotations during the 
development of the annotation 
guidelines. Between the annotation of 
each of the 6 annotation sets, 
annotator feedback was used to 
improve the annotation guidelines. 
The goal was to achieve an F1 of 0.6 
(the purple line) before using the 
annotations to evaluate model 
performance. A perfect score is 1.0 
(the red line). The last two numbers 
are the agreements of the 5th and 6th 
annotation sets the without entity 
types (e.g. “protein”, “gene”) that are 
given to the spans. Since the 
downstream models also don't give 
types to the spans, it’s not necessary 
to consider them in the calculation of 
the score.

Figure 2. Model performance. 
Annotation set 6 was used to 
evaluate model performance. The 
maximum performance is 1.0. As 
expected, the non-neural methods 
have a much lower performance 
than the neural methods. The 
neural method trained on ACE05, 
which is a general corpus, has a 
very low performance, which was 
also expected. However, while the 
GENIA corpus is from the 
biomedical sciences and therefore 
can be considered “closer” to the 
topic of plant biology than the 
SciERC (computer science) corpus, 
SciERC has a performance that is 
much higher than that of GENIA.
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